Detection of adulteration of ground meat by spectral-based techniques and Artificial
Intelligence (2020-2024)

Amir Kazemi * ", Asghar Mahmoudi®, Mostafa Khojasteh nejad
2 Department of Biosystem Engineering, University of Tabriz, 29 Bahman Blvd, Tabriz, Iran

corresponding author: amirkazemi422@gmail.com

Abstract

Meat is a significant source of nutrition and has an important role in the h diet, and lack of

monitoring of the quality and safety of meat can result in it being highly

without the ability to monitor in real-time. Therefore, nowadays ass
considers spectral techniques such as spectroscopic and spectrald
these strategies have recently undergone swift advancement ga htened public
attention. Therefore, the purpose of the present review papesis t riew of the latest
advancements in spectral methods for assessinggg i

investigating the practical utilization possibili detection technologies in the
evaluation of meat safety, researchers discussed ' nges and upcoming research
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Introduction:

Meat is one of the necessary food products for human diet, which is mainly used by consumers
due to its nutritional value and pleasantness. Minced meat is a highly-regarded meat type and the
authenticity of minced meat is among the most important criteria for customers to consider in meat
purchase. Some of the purchasers even are ready to pay more to the assurance of meat safety
(Miller, Carr, Ramsey, Crockett, & Hoover, 2001). However, economic profits and easiness of
substitution in minced meat increase the possibility of adulteration of meat with low-cost and low-
quality meat or objectionable species (Boyaci et al., 2014; Kazemi, Mah 1, Veladi, Javanmard,
& Khojastehnazhand, 2022). Processing activities on meat like grindin
meat to the substitution adulteration. This is due to difficulty of minc t identification,
because of removal of morphological features (Kamruzzaman, Makino, ita, 2016). This
enables individuals to potentially commit fraud by replacing or substituitin -grade meat.
Therefore, meat industry has been challenged by some adulteration activiti d i ignificant
to control the authenticity of this product intensively, because of hi among people
and direct relation of its safety to the health of society. In additi ftermaths, the
adulteration of meat species substitution can cause more i s (the lack of
nutritional value) and religious problems (presex ducts or beef in Hindu
diets) (Lopez-Maestresalas et al., 2019; Prem

Thus, in order to prevent this issue, some trad i ethods, instrumental methods,
sensory evaluations, and screening techniques d, over time. Some of the
mentioned techniques include immunologi and DNA-based approaches e.g. enzyme-
linked immunosorbent assay (ELISA) and i

authentication metho N i tions such as being destructive, laborious and
costly. Moreover, i ivities carried out by professional personnel

(Edwards, Manley,

rifying and detecting contaminants in minced meat items.
le attention to the development of a fast and non-destructive
utilized in a food processing setting.

authentication ulterant detection has been explored through techniques like Near Infrared
(NIR) spectroscopy, Raman spectroscopy, Fourier transform infrared spectroscopy, and spectral
imaging (Shawky, El-Khair, & Selim, 2020). Nondestructive spectroscopic and spectral imaging
methods provide a major advantage in that they allow for measuring the chemical and physical
data of foodstuffs while preserving the substance intact. Its superiority over traditional methods is
demonstrated by its ease of use, speed, cost-effectiveness, and ability to automate measurements
of repetitive tasks. Moreover, their ability to conduct analyses quickly and efficiently makes them
valuable tools for both online and in-situ detection, which is advantageous from industrial



perspective.

Some of the reviews have discussed these methods applications for meat assessments. According
to the fact, these papers have covered various aspects of applications like quality and safety of
meat. However, a comprehensive review on the recent applications of spectroscopic and spectral
imaging techniques for exclusively minced meat and safety of minced meat is lacking.
Furthermore, the newest developments of Al including wavelength selection algorithms and deep
learning is also discussed in the present review.

The review explores the theoretical foundation and contemporary uses of]
along with their distinguishing features and also prospects for future ad ements. The present
review covers done researches from 2020 until now, as far as we know a co ensive review in
this range of years has not published. The present review discusses exact r ches done on
minced meat, unlike other researches.

e emerging methods,




2. Spectroscopic methods
2.1. NIR spectroscopy

The division of the infrared region in the electromagnetic spectrum includes near-, mid-, and far-
infrared (Stark, Luchter, & Margoshes, 1986). Utilizing spectra information combined with
statistical algorithms, the NIRs technique has been widely and extensively reported as one of the
top optical methods for monitoring meat characteristics.

sitive method, which
ive information about

Near Infrared (NIR) spectroscopy is a fast, nondestructive and highly s
eliminates the need for sample preparation and gives qualitative and quan
chemical compositions of sample (Cen & He, 2007; Leng et al., 2020). The&labserption of specific
frequencies from the light source by each sample in NIR spectroscopy 1n1t1 the occurrence of
overtones and vibrational changes within molecules bands which are ba sisted of CH,

state of higher energy.

In general, NIR spectroscopy has three modes of opecuati ansmission, and
absorbance. Transmission mode can be utilizedmgfor d i ent liquid like water
content and fecal or rumen contamination in i 1., 2017). Reflectance
mode is the most common mode in meat samp for detection of adulteration and
chemical compositions of minced meat (Dixit et 3 system encompasses several
key components, including an illuminatog, a spectromecter for selecting wavelengths, a sample
holder, a photoelectric sensor for evaluatin i nd converting it into electrical signals
and a computer. After being illumi e light source, the sample reflects, transmits, or

diffuses its rays whic
analysis, the collected

This technique has its : i es. This technique’s main advantage is that
it is non-destructive and sdimple preparation. Another merit of NIR spectroscopy
is its capablhty togico: ce measurements, thus making it a feasible choice for
xit et al., 2017). In addition, with its unique capability to
te the sampling position from the spectrometer, NIR emerges

t 1ts spectrum is affected by interference from the background, including
nds. This leads to redundant variables and a high degree of collinearity.
Furthermore, w ording the reflection spectrum, different light scattering phenomena occur
as a result of numerous absorption bands overlapping. This leads to the complexity of the spectral
information, and lacks of precise structural composition requires analysis of spectral data. (Y. Guo,
Ni, & Kokot, 2016). Therefore, the use of some multivariate analysis is essential for extracting
chemically significant information from NIR spectra and create calibration models that connect
spectral features with the quality and safety parameters of samples.

Some researches have been done to explore meat authentication which majority of these studies
were done in 2020. For example NIR spectroscopy in the range of 12.500-5400 cm™ was applied
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to detect pork and duck meat in minced beef. In this study, Discriminant Analysis (DA) and Partial
Least Square (PLS) models with various wavelength selection and preprocessing techniques were
applied. DA model with selected wavelength and without preprocessing methods had the best
performance with 100% and 91.5% for binary and ternary dataset, respectively (Leng et al., 2020).
In another research, the capability of NIR spectroscopy technique for authentication of turkey meat
was investigated by Barbin and coworkers in 2020. The spectral data within the 400 to 2500 nm
range was collected and analyzed for both raw materials and prepared turkey items, with the goal
of using it for quality assurance and verification purposes. PCA and linear discriminant analysis
(LDA) models were employed to explore the classification of samples presented acceptable
results (Barbin, Badaro, Honorato, Ida, & Shimokomaki, 2020). Sim#arly_ in another study,
visible/near-infrared (VIS/NIR) reflectance spectroscopy accompanied with multivariate methods

and PCA models identified the type of adulteration with accuracy of D°6. rediction of

adulteration levels, Random Forest (RF) model with selected wavelengtl the sults for
beef adulterated with pork, and Coefficient of Determination ofigPsedic d Root Mean
Square Error of Prediction RMSEP were 0.973 and 2.145, r al., 2020). In
another research, the evaluation of capability of a porta a1 c spectrometer to

detect adulterants in ground meat was explotg and R?, values were
between 0.78 and 0.99. Optimal results we € ictmgichicken content in beef
mixtures (R% = 0.98; R%, = 0.99; RMSEC = 2 = 3.5 wt%; Limit of Detection
(LOD) = 3.4 wt.%, Limit of quantification (LOQ r ternary mixtures, analytical

ent with the following values: R% = 0.98,
4.7 wt.%. and LOQ 15.7% by weight

outcomes were acceptable only for predicti
R2,=0.93, RMSEC = 3.6 wt.%, RMSEP =

(Silva et al., 2020). In another stud spectrometer (400-1000 nm) and a
portable NIR spectro ) ed to distinguish between halal meat types and
pork as non-halal 1 en whole meat and pork. For the application

of differentiating be 3 3 types, the utilized one-class classification
(OCC) approach, part
classification rate of9 Dashti et al., 2021). In a recent study, the adulteration of

ed with VIS/NIR spectroscopy and multivariate methods.

nine and th asets (Kazemi, Mahmoudi, Veladi, & Javanmard, 2022). Also, another
study by the sam arch group, reported the classification of pure lamb from adulterated lamb
with fat with 5%, 10%, 15%, and 20% (w/w) adulteration levels. Linear Discriminant Analysis
(LDA) model with Savitzky-Golay smoothing preprocessing had results of 100% and 86.2%
accuracy for two and five class datasets (Kazemi, Mahmoudi, Veladi, Javanmard, et al., 2022). The
2D conventional neural network (CNN) and sized-adaptive online NIRS data were used in the
study by Bai et al, to classify minced samples of pure mutton, pork, and duck, as well as adulterated
mutton with pork and duck. According to the results, spectral information significantly affected
the model's accuracy; for the same validation set, the maximum difference was 12.06%. For all
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datasets, the accuracy of the CNN model with per-direction average spectral information, Extreme
Learning Machine (ELM) classifier, and 7 x 7 convolution kernel was above 99.56% (Bai et al.,
2022).

Another research done by focused on testing the possibility of utilizing the fat portion as an
indicator of authenticity by NIR spectroscopy. Models for the target class were created using the
Data Driven version of Soft Independent Modelling of Class Analogy (DD-SIMCA), following
multivariate exploration. In both calibration and validation, the use of Standard Normal Variate
SNV pre-treated data along with 4 PCs achieved outstanding results, yielding a sensitivity and
specificity of 100% (Totaro et al., 2023).

In another study conducted by Hoffman et al, the evaluation of the perfo
Infrared (NIR) spectroscopy to identify binary mixtures of lamb, emu,
was explored. The NIR spectra of the meat mixtures were analyzed
analysis (PCA) and partial least squares discriminant analysis (PLS
coefficient of determination (R%.y) obtained for determining th pecies in binary

of portable Near
beef sourced

different patterns of chemical informati spectra under different adulteration
scenarios. ResNet's deep learning m
advantage of effectively extracti

IR spectroscopy is known as a fast, simple, and economical
feparation. In comparison to traditional infrared techniques, this
ore benefits including ability to detect components of small size
and accuracy, data collection ability in controlled temperatures and
pressures (D 018). In FTIR spectroscopy, the interference between two IR beams is
used to get signal (interferogram), which is based on difference in path length of two beams (Stuart,
2004). The beam splitter receives an incident beam of light that has been collimated from an
external polychromatic infrared radiation source. A portion of it is reflected to mobile mirror while
another part is transferred to the stationary mirror. The returning beams from mirrors retrace their
path and return to the beam splitter and then interfere. Because of interfere, the intensity of each
beam returning to the source is different and depends on difference in the path of the beam. This
process is done by a Michelson interferometer. The Michelson interferometer is a device that splits
an incident light beam in to two perpendicular paths using a beam splitter. Fig.1. displays the
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Michelson interferometer in its most basic configuration. The interference is created when two
resultant beams are recombined after a path difference. A photodetector can measure the emergent
beam’s intensity as a function of the path difference, and the path difference can be controlled and
modified (Banerjee). The produced signal then is transformed to frequencies that form a signal by
Fourier transform algorithms. FTIR spectroscopy technique can be applied to acquire spectral data
from solid, liquid, or gas (Chai et al., 2020). In order to prepare solid materials to light beam of
spectrophotometer, they can be mixed with potassium bromide (KBr) and subsequently pressed to
form a small disc. One of the main problems of using this material is the low reproducibility of
prepared samples due to some conditions like utilized ratio and homog sness required to be
the same for all samples. Nowadays, Attenuated Total Reflectance (AT TIR has solved this
problem which does not require addition of KBr and needs small volume o le. It also allows
for rapid analysis. In spite of some practical applications of FTIR spectroscopy icularly in food
safety issues, there are some industrial challenges of this technique likgthe9tite ion of FTIR
spectra especially for complicated samples like polysaccharides can e \ “Hong, Yin,
Nie, & Xie, 2021) and sample preparation in this technique c3 i
step.

, PLS-DA, and PLSR

In a study by Mabood et al, FT-NIR spectrophotometer
i ' to predict the amount

applied for two kinds of data: data witho ssing techniques in the whole range of
spectra and preprocessed spectral i i 1700-1070 cm! range of spectra.
Clustering of meat kinds with P a in transmission mode was successfully done.

Furthermore, the prep m was used to prepare PLSR and Artificial
Neural Network (A eration amounts. ANN model outperformed
with R? of 0.999 for arzegari Banadkoki, Faizi, Zolghadri, &
Shirazi, 2020). In the sa group of Candogan investigated discrimination of

ierarchical Cluster Analysis (HCA) in the region of 1480-

eduction techniques was investigated for classification of lamb fat. The
feature sele ms showed better performance of classification on the dataset collected
from dairy lamb sses from 89.70% with the full feature set to 91.80% and 93.89% for SVM
and PCA, respectively (Alaiz-Rodriguez & Parnell, 2020).

Similarly, Siddiqui et al, explored application of FTIR spectroscopy for detection of adulteration
of beef, chicken, and lamb in lard. PCA model could separate samples with using three principal
components. Beef and lamb samples for both adulterated and pure samples had the highest
classification accuracy value of 85% with multiclass support vector machine (M-SVM), whereas
chicken had the lowest value of 78% for each category (Siddiqui et al., 2021). In another



investigation, detection of presence of beef liver in beef patties was explored by FTIR
spectroscopy. this technique was able to detect adulterated samples at 5% concentration (Abidin,
Rosli, Bujang, Nordin, & Nizar, 2021). The feasibility of utilizing portable Fourier transform
infrared spectroscopy (FTIR) in combination with multivariate classification techniques was
examined by Dashti et al, to classify ground meat, lamb, chicken, and pork samples for the
assessment of carnivorous speciation. Examinations were conducted employing Partial Least
Squares Discriminant Analysis (PLS-DA) and Support Vector Machines (SVM) with Radial Basis
Functions (RBF) serving as the kernel function. SVM performs better than PLS-DA with an
overall accuracy of 90% and 98% on ATR-FTIR and DR-FTIR datasetgy fespectively (Dashti et
al., 2022).

2.3. Raman spectroscopy

Raman spectroscopy is another nondestructive spectroscopic techni proved its

capability and includes some advantages like simple operation, no sample
preparation, less interference by water, and ability to provide 3 n of chemical
elements (Bauer, Scheier, Eberle, & Schmidt, 2016; Khaled ; , 2021). This
technique is based on inelastic scattering of light on ole dvel. When a sample is
illuminated by an external laser beam, moleg : J P and their vibrational
energy levels are changed from ground state ¥ D c d level returns to initial
level of energy by photon emission (Pchelkindj lova, & Ilyin, 2022; Wenyang
Zhang, Ma, & Sun, 2021). There are two types of ¥ based on difference between
photons and molecules: elastic scatterin i e, scattering (Butler et al., 2016). Elastic

same. In contrast, in elastic or Raman scattering,
a little amount of ener: appe scattered photons and target molecules (Butler
et al., 2016). The result mple and light is formation of virtual level.
Then, due to the instabili

lied Raman spectroscopy for meat safety are before 2020,
view is exploring researches after 2020, we mentioned only

differentiate mples (beef, lamb, and vension). The outcomes of linear and non-linear
kernels of SVM el were 87% and 90%, respectively (Robert et al., 2021). Similarly, Saleem
et al, applied Raman spectroscopy technique to differentiate goat, cow, and buffalo fat samples
with 532-785 nm. They found that saturated fatty acids at Raman bands of 1060, 1080, and 1440
cm™! were relatively higher in buffalo fats (Saleem, Amin, & Irfan, 2021).

In a study by Robert et al, the researchers investigated the use of Raman spectroscopy in
combination with three chemical analysis techniques to distinguish between beef, lamb, and game
samples. They used PLS-DA and SVM classification methods to develop a model for identifying



different types of meat, and PCA for exploratory purposes. The results showed that both linear and
nonlinear kernel SVM models achieved high sensitivities and specificities, with sensitivities
exceeding 87% and 90% respectively, and specificities exceeding 88% when tested against a
separate set of samples. The PLS-DA model also demonstrated an accuracy of over 80% in
correctly classifying each type of meat (Robert et al., 2021).

In order to apply Raman spectroscopy in industrial cases some limitations, like interference of
fluorescent with Raman signals which make it difficult to get accurate measurements and
requirement of some specialized instrumentation should be solved.

D\



3. Spectral imaging
Electromagnetic spectrum includes a wide range of electromagnetic radiation, each with its own
unique wavelengths and frequencies. These various types of waves, such as ultraviolet, visible,
infrared, microwave, and radio waves, have distinct electromagnetic features like energy levels,
propagation traits, and interactions with matter. This makes them necessary for research in
different scientific fields. Visible light is an electromagnetic radiation that is visible by human eye
and is limited in the range of wavelength between 380 and 780 nanometers. Many well-established
methods based on vision and image processing are based on this particular spectral region
(Reinhard et al., 2010). Recent developments in sensor technology have ¢ it possible to acquire
images at a wide scope of electromagnetic wavelengths. These roaches encompass
hyperspectral and multi-spectral images, which cover a wider range of s 1 bands than the
conventional three bands employed in visible spectrum imaging.

In order to get an increased level of spectral resolution, hyperspect
Multispectral Imaging (MSI) methods take multitudinous images,2 i jacent spectral
bands encompassing a greater range of electromagnetic sp » oped imaging
techniques are known as imaging spectroscopy (EIMasry

Spectral sensors are employed to gather inforg ach image capturing a
district portion of the electromagnetic spectrit . - PHere are various ways to
collect spectral data, each with its own strengthiSa ; . The whiskbroom method is a

; as the platform progresses,
the detectors gather information from a s he ground, referred to as a swatch. The
data that is utilized to generate a visu ¢ scene, where every individual pixel
holds specific spectral information ., 1998; Zahra et al., 2023). The pushbroom
technique is another a g a single axis and creating an image by either
moving the camer:
data, the movement ~ ] 023). By switching out narrow bandpass
filters in front of the cam ilizing electronically tunable filters, wavelength scanning
techniques are possibie ctral image cubes. A typical NIR-HIS setup consists of a

the first two dimensions representing spatial information and
ga collection of spectral images taken at various wavelengths. The
rcube analysis arises from the application of multivariate statistical
ai, & Sun, 2017). Moreover, the utilization of hypercube data in
classification tion models frequently necessitates dimensionality reduction due to their
large dimension and size. Preprocessing data from a hypercube often involves various techniques
including interference correction, dimensionality reduction, and feature extraction (Oliveri et al.,
2014). Then, models are used to establish correlations, classifications, prediction, and validations.
Table.2. presents the summary of researches for the application of spectral imaging for minced
meat safety.

Rady & Adedeji, explored the capability of hyperspectral imaging (400-1000nm) as a
nondestructive approach to detect, differentiate, and quantify adulterants sourced from both plants
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and animals in minced beef and pork. The meat and non-meat samples used in our study included
beef (chuck rust), pork (Boston butt), chicken thigh, textured vegetable protein (TVP) (Red Mill,
Milwaukie, Oregon, USA) that contains 50% soy protein, and wheat gluten (WG) (TruTex RS 65,
MGP Atchison, Kansas, USA) with 75% protein. Using the chosen wavelengths from the test set,
the classification models produced optimal results with classification rates of 75-100% and 100%
for pure and adulterated samples, respectively. Whereas, depending on the type of adulterants, the
rates ranged from 83% to 100% (Rady & Adedeji, 2020). In another research, application of
hyperspectral imaging (HSI) for detection of adulteration of leaf lard adulteration in minced pork

correlatlon spectroscopy (2D-COS), competltlve adaptive reweighted samp (CARs), and
S el with Rc

Jiang, et al., 2020). Zhao et al, employed the comblnatlon of hypenspect ing and Gaussian
distribution of regression coefficient (GD-RC) model to vis ct egation of minced
chicken in minced beef. The binary GD-RC model perf

model. The best technique had an average e glation coefficient (r) of

with minced pork jowl meat by collecting data bet 400 and 1000 nm. The best performing
model, with R?, = 0.9549 and residual pre i (RPD) = 4.54, is spectra preprocessed
with standard normal variables (SNV;
Additionally, to precisely choose 4 engths connected to adulteration identification,

regression coeftici
2020).

capability of hyperspectral reflectance spectroscopy in
as assessed. Random Forest (RF) model yielded the best
et with selected wavelengths (B. Guo, Zhao, Weng, Yin, &

nce with R%p 0of 0.98, RMSEP = 4.25%, and Ratio Performance Deviation

(RPD) of 7. on set (Jiang, Cheng, et al., 2020).

Examining the potential of multivariate data analysis alongside HSI, the research done by Jiang et
al, investigated the ability to distinguish between raw and cooked mutton rolls with substitutions
of pork and duck rolls. The highest rate of 100% classification was achieved in all sets with the
application of different models and preprocessing techniques, specifically through the use of the
PLS-DA model developed by raw spectra (Jiang, Yang, & Shi, 2021). In another study, the use of
hyperspectral imaging technology in conjunction with characteristic variable screening for the
quick and nondestructive identification of adulterated fox meat in minced mutton was investigate.
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When paired with the 2-dimensional correlation- SVR model, hyperspectral imaging can
efficiently achieve quantitative detection of contaminated fox meat in minced mutton (Bai et al,
2021). In other study, HSI in spectral range of 400-1000 nm accompanied with multivariate
analysis and wavelength selection algorithms was applied to detect soybean protein powder (SPP)
in ground beef. The final outcomes displayed that simplified PLSR model based on six selected
wavelengths from PC loadings acquired Ry = 0.993, RPD = 8.45, and LOD of 0.74 (Jiang et al.,
2022).

The visible/near infrared (400-1000nm) and short-wave near-infrared (90@al 700 nm) HSI method
was employed in another research to detect adulteration of duck meat inflamb. Different models,
preprocessing and wavelength selection algorithms were applied and the tcome was with
SNV-SPA-PLSS model in short-wave near infrared band with prediction set =(0.986, RMSEP
=0.058, RPD = 5.62) (Jing-yuan, Jun-qin, Mei, Xing-hai, & Ye-lin, 2022

Similarly, the effectiveness of visible-near infrared hyperspectral 1
shortwave infrared hyperspectral imaging (SWIR-HSI) accomp classification
. the obtained

results proved that VIS-NIR-HSI technique outperforme 3 . bination of HSI and

transfer learning was employed to detect star: c ang et al., 2023). Two
classification models were compared. Mod perspectral data from
samples. Additionally, a classification model b eNet network pretrained on the
ImageNet collection was developed to detect starc en meat. The model based on
the GoogleNet network showed a better i ionjaccuracy, up to 98.6%, according to the
results.

imaging (HSI) within a bined with multivariate analysis. The purpose
of this study was to a universal model for detecting the presence
of other meats in grou quantity of Minced Beef meat (MBM) in
scanned samples, various g different spectral pre-treatments, the partial least

y, the ensemble Monte Carlo variable selection method

. They used a combination of the asymmetric least squares and
echniques to analyze the reflectance spectra. The results showed good
prediction acc 23 specific wavelengths, achieving an R?, value of 0.96, an RMSEP of
2.9%, and an RPD of 5.4 (Achata et al., 2023).

The study conducted by Cruz-Tirado et al, utilized the Portable NIR Spectrometer and NIR-HIS
methods, which do not involve the use of chemicals, to identify the presence of pork, chicken, and
beef in alpaca meat at varying concentrations (0-50% w/w). The samples were classified into pure
and non-pure alpaca meat using Principal Component Analysis (PCA), with both instruments
providing spectral data. To authenticate pure alpaca meat, a single-class data-driven soft
independent class analogy (DD-SIMCA) model was developed and validated. The DD-SIMCA
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model, using spectra obtained from both instruments, achieved perfect sensitivity and specificity
(100%) when applied to an external sample set. Moreover, the NIR-HIS-based partial least squares
regression (PLSR) outperformed the portable NIR spectrometer in accurately predicting
contaminant concentrations in alpaca meat (Cruz-Tirado et al., 2024).

4. Artificial Intelligence

Data analysis is the keystone that connects the desired sample characteristics to the NIR absorption
or transmittance measurements. The primary objective is to enhance both the reliability and
accuracy of analytical results. For instance, the combination of s al data and pattern
recognition techniques can effectively address authentication issueSgyin commodities like
pharmaceutical, food, and cosmetics (Chophi, Sharma, Jossan, & Singh, Ignat, De Falco,
Berger-Tal, Rachmilevitch, & Karnieli, 2021; Meza Ramirez, Greenop, Ashto ehman, 2021).

approaches, and strategies are constantly revitalizing the field of stat
Fig.2. illustrates how machine learning algorithms convert 4 data to the
necessary outputs. In the realm of machine learning, algorith g and testing
phases. Machine learning algorithms use the acquired out and the light absorption
values as inputs during the training phase. In intended result based
on the supplied light absorption values.

4.1. Spectral preprocessing

In addition to the advancement of modeli i reprocessing algorithms have also made
progress. This step is essential in analyzi

derivatives. Spectral normalization corrects
e peak overlap and baseline drifts (Lopez-

methods are spectral
scattering impacts,

sun’ spectral data is challenging, so there is significant
ods to address this issue. To a certain extent, Standard

spectral data (H.-P. Wang et al., 2022). Furthermore, recently some
ve been applied. For example, to enhance the SNV preprocessing
efficiency, Bi itioned the NIR spectra in to equally sized and separated sections, and
processed with SNV preprocessing for each subinterval (Bi et al., 2016). The outcomes
demonstrated that this particular local SNV preprocessing method exhibited remarkable efficacy,
surpassing the effectiveness of global SNV. In order to account for the varying effects of physical
factors on spectral variables, a normalization algorithm called Variable Sorting was created for
Normalization (VSN). Before conducting the SNV algorithm, this algorithm assigns varying
weights to different wavelength variables. (Rabatel, Marini, Walczak, & Roger, 2020). Denoising
refers to the process of improving the signal-to-noise ratio (SNR) by eliminating or reducing
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random errors that are added to the raw spectral signals. The most used algorithms for denoising
include Wavelet Transform (WT), Fourier Transform (FT), Savitzky-Golay (SG), and moving-
average. elimination of noise through these methods can be highly effective. Nevertheless, there
is the risk of signal distortion, particularly when dealing with sharp spectra like raman, NMR, and
X-ray diffraction.

The proposal of the fact that distorted peak denoising can be attributed to the insufficient sampling,
which is a result of frequencies which are being scattered was explored by (Yao, Su, Yao, & Huang,
2021). In order to solve this problem, they suggested an operation methodawith yield adjustments
based on a four-step approach. This method begins by determining the 18els of signal and noise
in the raw data. It subsequently adjusts the sampling density in areas chara d by high signal
levels and improves them using linear interpretation. Next, it performs a s ing operation to
reshape the profile and finally, restores the original shape of the defornen he proposed
method demonstrated superior denoising performance when compare
based on the experimental results.

The application of derivative preprocessing techniques, such ¢ i ! bles efficient

overlapping signals and enhancing spectral res 1 en gnsitivity. However, this
method frequently introduces unwanted effe@ g ies whieh leads to a low signal-
to-noise ratio (SNR). Furthermore, the noise bBge minent as the derivative order
increases. As a result of this, the WT is commonly putation of high derivatives
such as the third or fourth order (Shao, @ui & Cai, 2019). Additionally, the singular

spectrum with intege derivative spectrum has a greater ability to
accurately depict ¢ to the derivative order while also addressing
the conflict between ) sity (Y. Hong et al., 2018; Hu et al., 2021).
Zheng et al applied thei i \ itzKy-Golay Derivative (FOSGD) algorithm to

preprocess NIR sp ample. They found that this algorithm resulted in improved

Due to then in€huding irrelevant or redundant information in spectral data which lead to
el performance, application of variable selection is significant in spectral
analysis to iden ¢ most informative features. The goal of feature selection is to identify the
most reliable, relevant, and unique set of features from a feature vector. Feature selection
algorithms are capable of effectively reducing the size of spectral data and eliminating any
duplicated information from the spectrum. Feature selection techniques in machine learning are
divided in to three groups: filter methods, wrapper methods, and embedded methods (H.-P. Wang
et al., 2022). The primary difference of the mentioned techniques is the utilized learning algorithm.
The variables in the filter method are assessed individually, disregarding any interdependence
among them. Therefore, filter-based approaches ensure that the selected features do not overfit and
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are ranked based on their importance. The most applied techniques involve correlation coefficient
method and analysis of variance (ANOVA) method. By considering the correlation between
variables, the wrapper method determines the best combination based on how it affects the model
performance. Therefore, wrapper-based characteristics have a tendency to overfit, and the majority
of feature selection methods in NIR employ this approach. (Wenwen Zhang, Kasun, Wang, Zheng,
& Lin, 2022). From variable selection algorithms of this method, interval PLS (iPLS), successive
projections algorithm PLS (SPA-PLS), and genetic algorithm PLS (GA-PLS) can be mentioned.
The inclusion of embedded approaches involves the utilization of a model learning factor that
assesses the ability of chosen features to generalize. The strategy that is t commonly adopted
in this regard is to add regular terms, such as the algorithm for least@bsolute shrinkage and
selection operator, in order to decrease model’s complexity (H.-P. Wang e 2022; K. Wang,
Bian, Tan, Wang, & Li, 2021). Random Forest (RF) variable selection is on the most used
popular algorithms in embedded method.

4.3. Modelling
The literature describes two main types of machine learning @
methods and deep network architectures. Traditional met
from the input data through feature learning
algorithms. These techniques application in
predict quantitative and qualitative features.

R: traditional
ting valuable features
al machine learning
emometrics is able to

4.3.1. Multivariate classification models:

others, emphasizing the similarities w lass rather than the differences between classes.
A widely used OCC t ique iy Soft Independent Modelling of Class Analogy
(SIMCA) (Wold rincipal Component Analysis (PCA) on the
training data of the : cceptance region in multivariate space. A
sample is assigned to a 1 Sidualdistance falls within the statistical limit for that class.
Interestingly, a samjple d to more than one class if it meets the criteria for multiple
classes mi, 1 anmard, et al., 2022). In simpler terms, PCA helps analyze
classification models. If an unknown sample resembles the
assified as a member of that class (Basati, Jamshidi, Rasekh, &

re used to establish boundaries between different classes. The most
traditional inear Discriminant Analysis (LDA), which identifies linear surfaces
(hyperplanes) that cffectively separate samples from different categories. This is done based on
the relative positions of the groups' centroids and the within-class variance/covariance (Brereton
et al., 2018). For LDA to work, the number of training objects must be greater than the number of
input variables. Therefore, it is often necessary to reduce the number of variables using PCA before
conducting statistical analysis.

Another supervised method is Partial Least Square-Discriminant Analysis (PLS-DA), which aims
to maximize the separation between classes while minimizing variability within each class by
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creating linear decision boundaries (Xu, Xia, Min, & Xiong, 2022). PLS-DA generates new
variables, known as Latent Variables (LVs), through linear combinations of the original variables.
These LVs maximize the covariance between the predictor matrix (X) and the response matrix (Y).
The Y matrix is binary, with as many rows as X and as many columns as there are groups in the
dataset. Each column represents group membership using 0/1 variables, where a value of 1
indicates membership in a group, and 0 indicates otherwise (Nes, Isaksson, Fearn, & Davies,
2002). Support Vector Machine classification (SVMc) is another powerful technique based on
statistical learning. It works by mapping the original data space into a higher-dimensional feature
space using kernel functions, with the goal of finding the best separation een different classes
in the training set through a hyperplane. The decision function of SVM 1Sjdetermined by a small
number of support vectors located on the margins of the hyperplane. The suc of an SVM model
largely depends on the appropriate selection of kernel functions (De Girolamo ., 2020).

4.3.2. Multivariate calibration models

Through the utilization of a multivariate calibration strategy,

OofANIR data and
reference values obtained from chemical analysis, enables the :

models with
NIR data. The most
commonly applied multivariate calibration mg i Principal Component
Regression (PCR), Multiple Linear Regressie R 1al“east Square Regression

(PLSR), (Dixit et al., 2017). In MLR techniqu€ ionjis linked to absorbance through
considering the concentrations of target analytes ar that contribute to the overall
signal (Blanco & Villarroya, 2002). As an A and an inverse calibration technique,
PCR is similar to MLR in that it uses PCs fr bles in an MLR model. The first step

followed by MLR (G
indistinguishable,

atical model employed by PCR and PLSR is
compression. While PCR focuses only on
spectral information, and concentration data. Latent Variables
(LVs) are the compresse LSR. By utilizing PLSR, the spectral data
is mathematically ix of property of interest (chemical or physical properties),

along w, y ot | components that interfere with the spectrum. (EIMasry,
, Akhond, & Samari, 2007).

As it was ment1 ere are two classifications for ML algorithms: traditional machine learning
methods and deep network architectures. Unlike traditional machine learning methods, deep
network architectures have multiple hidden layers like AlexNet and GoogleNet. Deep network
architectures employ raw features unlike traditional machine learning methods that require an
expert to engineer appropriate features.

NIR data has been effectively modeled by combining classical chemometric approaches,
predominantly PCA and PLS-based techniques, with knowledge-driven spectroscopic
preprocessing. For many years, ANNs have been utilized in the chemometric field. Nevertheless,
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there exists a distinction between the conventional ANNs and more recently developed deep NNs.
In order to input data in to ANNs, which are like most Machine Learning (ML) algorithms, pre-
extracted features extraction automatically, offering specialized proxies for spectroscopic
preprocessing (fig.3 b). DL can also include a larger number of layers than ANNs. Training can
involve up to hundreds of layers with millions of parameters. This is possible due to the availability
of enhanced computational power, graphic processing units (GPUs), refined regularization
techniques and advanced model optimization approaches make this attainable (Mishra et al., 2022).

5. Challenges and future outlook

While spectral- and image acquisition techniques have advanced quic still have some

challenges when implemented in industrial environments. Firstly, the init eation of certain
models may require a significant investment of both time and money due to the thy calibration
process. Moreover, the gathering of data is impacted by various 3 meters like

scanning times and sample to detector distance, as well as environmenta ambient
temperature, humidity, illumination conditions, and sample te

However, most testing techniques use a single detection C detection index and

provide acceptable predictive results, thus pro 1d1n i i of information for a
comprehensive evaluation of the sample is i Sun, Pu, Gao, & Dai
2017). Consequently, it becomes essential to etection methods and indicators
as well as utilize data fusion, for exploring the co tion technique for meat safety.
At this moment, the meat industry requir l-time system for quickly verifying the
authenticity of meat products. Despite some rther research is needed to implement
online systems effectively. Impleme nline/real-time detection system for the rapid

authentication of meat uld i several benefits, but it also comes with its own
set of drawbacks: i
associated with resea me i rocurement, installation, maintenance, and
ongoing operational ex . ¢ y be prohibitive for some companies, particularly
smaller businesses in i

d technology and expertise in areas such as sensor
ine learning. The complexity of integrating these components

maintaining con r trust and regulatory compliance. Another weak point is Continuous
maintenance and calibration of the detection system are necessary to ensure its ongoing reliability
and accuracy. This requires dedicated resources and expertise to address issues such as sensor
degradation, software updates, and changes in production practices. And finally, introducing new
technology into established meat industry practices may face resistance from stakeholders who are
accustomed to traditional methods of authentication. Overcoming this resistance and fostering
adoption of the new detection system can be a significant challenge.

Addressing these drawbacks requires careful planning, investment, and collaboration between
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industry stakeholders, technology developers, and regulatory authorities. Despite the challenges,
the potential benefits of an online/real-time detection system for meat authentication make it a
worthwhile endeavor for improving food safety and consumer confidence in the industry.

Despite these drawbacks, these nondestructive spectroscopy and imaging techniques may become
more widely used in the future. These methods will continue to evolve as instrument technology
improves, the meat industry urgently requires a real-time online system that can quickly
authenticate meat products. The development of high-speed computers with sufficient storage
capacity and appropriate chemical assays has made this possible. Implemeating these fast and non-
destructive systems could greatly impact the profitability of the meat industry and may become
the leading trend in the future. Even though initial efforts yielded so cess, additional
investigation is needed to properly implement online systems.

6. Conclusion
This review provides a comprehensive review of how spectral
used to swiftly assess the safety of ground meat illumifati

es have been
backs of conventional
ific alternatives. The
present review paper concentrates on recently : of minced meat using
i in application of Al, including
mising results acquired have
e meat industry. In conclusion, these
ctive security detection tool. Despite
improvements and research possibilities for
I-based systems.

feature selection and deep learning, were also di
highlighted the vast potential for imple

the current limitations, there are s
successful commercialg

d technologies in the writing process:

author used Tinywow in order to rewrite some sentences.
eviewed and edited the content as needed and take full

or not-for-profit sectors.
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Figures and tables captions:
Fig.1. Schematic diagram of the Michelson interferometer (Banerjee).
Fig.2. Architecture of machine learning for NIR spectroscopy (Wenwen Zhang et al., 2022)

Fig. 3. (A) Classical ANN for data modelling, and (B) DL convolutional neural network (CNN)
approach, which includes joint feature extraction and model building (Mishra et al., 2022).

Table.1. application of spectroscopic methods for meat safety

Table.2. the spectral imaging application for ground meat safety
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Table.1:

technique Investigated parameter chemometrics results references
NIR Adulteration: DA R,=95.80% (Leng et al., 2020)
Pork and duck meat in minced PLSR RMSEP=7.27
beef
NIR Discrimination: PCA Accuracy=80% (Barhin et al., 2020)
Turkey cuts LDA
VIS/NIR Adulteration: SVM R%,=0.96 (Weng et al., 2020)
Pork and beef heart in minced RF RMSEP=2.75
beef PLSR
DCNN
NIR Adulteration: PLS R2:=0.78 a et al., 2020)
Chicken/beef; SVR R%=0.99
beef/pork;pork/chicken
VIS/NIR and Distinguish: SVM CCR=95-100% (Da
NIR Halal meat vs. pork PLS-DA
VIS/NIR Adulteration: PCA emi, Mahmoudi, Veladi, &
Chicken and fat in lamb SVM avanm
SIMCA
VIS/NIR Adulteration: PCA azemi, Mahmoudi, Veladi,
Fat in lamb LDA avanmard, et al., 2022)
NIR Classification: ) (Bai et al., 2022)
Mutton, pork, and duck
NIR Authenticity= (Totaro et al., 2023)
Fat portion
NIR adulteration: PCA (Hoffman et al., 2023)
adulterants of exotic meat
species
2DCOS Adulteration: (L. Wang et al., 2024)

Mutton in beef

RMSECV=1.08%

(Mabood et al., 2020)

R?=0.99

(Keshavarzi et al., 2020)

ensitivity=100%

(CANDOGAN et al., 2020)

Accuracy=85.60%

(Alaiz-Rodriguez & Parnell, 2020)

Accuracy=85%

(Siddiqui et al., 2021)

(Abidin et al., 2021)

Accuracy=98%

(Dashti et al., 2022)

Accuracy=90%

(Robert et al., 2021)

Differentiation:
Goat, cow, and buffalo fat

(Saleem et al., 2021)
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Table.2:

Spectral

. technique model results reference
application range
Adulteration: SVM .
Plant and animal-based adulterants in minced HSI 400-1000nm LDA Accuracy= 100% (Radyz%zgie‘je“’
beef and pork PLS-DA
Adulteration: _ PCR R2p =0.98 (Jiang, Jiang, et al.,
Leaf lard in minced pork HSI 400-1000nm 5 'p  RMSEP = 4.87% 2020)
Adulteration:
Minced chicken in minced beef HSI 380-1000nm GD-RC (Zhao et al., 2020)
Adulteration: ) ) (Jiang, Cheng, et al.,
Minced pork jawl in minced pork NIR-HSI 400-1000nm PLSR 2020)
Adulteration:
Adulterants in minced beef HSI 350-2500nm RF (B. Guo et al., 2020)
Distinguish: .
Pork and duck rolls in mutton roll HSI 400-1000nm PLS-DA Jiang et al., 2021)
adulteration:
SPP in ground beef HSI 400-1000nm t al., 2022)
VIS-NIR-
Adulteration; HSI 900-1700nm Jing-yuan et al.,
Duck meat in lamb SWIR-HSI 400-1000nm 2022)
VIS-NIR-
L HSI .
Authentication of meat samples SWIR-HSI (Dashti et al., 2023)
Adulteration: HsI Accuracy=98.6%  (Yang et al., 2023)

Starch in minced chicken meat

Adulteration:
Minced chicken and turkey and pork in
minced beef meat

R2p=0.96
RMSEP=2.9%
RPD=5.4

(Achata et al., 2023)

Adulteration of alpacha meat with pork,
chicken, and beef

(Cruz-Tirado et al.,

1000
Sensitivity=100% 2024)
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